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Motivation : Automoderator
● Automated Comment Section Moderation in any large data generating application or website.

● Prominent examples:

○ News websites attracting huge number of responses.

○ Online Stores using comment sections as a de-facto recommender system

○ Automatic moderation for AMA like activities or live telecasts

○ Comment moderation on sites like youtube.com and moderation being enabled on a case by case 

basis.



Motivation : Comment Drift
● In the previous idea, the final analysis would’ve been on a similarity measure between 

article-generated topics and comment-generated topics

● Now, in case of a highly viewed article, there can be specific comments because of which these 

similarity values can change over time because a specific central comment is driving the discussion in a 

new direction.

● This is the idea of comment topic drift

● Usecase:

a. To identify key users for a site, since the users starting and driving these comments are the ones 

driving traffic to the site

b. Using these specific users as markers for improvement in user retention



Examples



Working and Testing : Data Crawling
○ The data has been crawled from websites like The Guardian, The Huffington Post, The 

Atlantic,  Fox News, and others.

○ This crawler was run on the server to get all comments by clicking on the relevant buttons for 

comments, load more comments etc.

○ We used selenium and BeautifulSoup to crawl all the data.

S.No Sites Categories Article_Num Avg_Comment_n Sub_comments User_data Tested on

1 The Guardian Politics, Sports, Entertainment 1042 50 Yes Yes Code, tested

2 Huffington Post Politics, Science, Entertainment 30 200 Yes Yes Code, tested

3 The Atlantic Politics 20 400 Yes Yes Code, Tested

4 Fox News Politics, Entertainment 172 50 No No Code, not tested

5 NDTV Politics, 40 100 No No Code, not tested



Working and Testing : Natural Language Processing
The raw dataset which was crawled from the websites needed a lot of processing:

● Cleaning to convert text to a processable format 

● Tokenization

● Stemming

● Removing Stopwords

● Sentence segmentation to generate documents for the LDA

OUTPUT FORMAT:

<headline>

<title of the article>

<article>

<sentence 1>

<sentence 2>...

<comments>

<Username 1>

<comment 1>

<Username 2>

<comment 2>...



Working and Testing : Centrality Analysis
● Latent Dirichlet Allocation Model

○ Used to find the topics associated with each article where each document is either 1 or 2  sentences 

of the article.

○ LDA was also used to find which document or sentence corresponded to which topic

● Similarity Measure Used - Tf Idf 

○ Used to compute similarity between topics and comments 

○ Used to calculate these heuristics:

■ Comment to topic mapping

■ Comment to sentence mapping

■ User to topic mapping

■ User  to sentence mapping



Workflow: Article 



Workflow: Topic Generation



Workflow: Topic to comment mapping
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Workflow: Topic to user mapping
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Workflow: Comment to Topic Mapping
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Workflow: Analysis of the output

● Certain topics are most debated/talked about in the comment section.
● The number of new users engaging in any topic is highest for the topics which 

already have many comments related to it showing herd mentality.
● There are two types of comment drifts:

■ Intra-document drift
■ Comments totally unrelated to the article.



Sentence to Comment and User Mapping
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Analyzing the most engaging sentences
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Results
● A clip showing how the comments drift from the context of the news articles. This particular article had 

29 comments out of which, 5 were unrelated comments.



Results
Out of those 5 unrelated comments, 3 were detected by our code.
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Conclusions and Future Plans

● Two types of drifts are identified within an article:
■ Inter-Topics Drift
■ Out of Context(Document) Drift

● The highest referred to sentences, have a significantly greater fraction of 
Users and Comments associated with it.

● Only primary level of thresholding has been applied to filter the relevant 
topics. 

● Plan to apply algorithm to find Hub and Authority centrality of comments for 
the next level of filtering of negative positives.

● The idea is to supervise a model which automatically learns about the first 
comment that will cause drift to occur. 
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